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Article 1 (Legislative Purpose)

This Act is enacted to build a smart nation; promote the human-centered research, development, and
industrial advancement of artificial intelligence (A1), construct a safe environment for Al applications;
realize digital equity; protect the fundamental rights of the people; enhance social well-being,; improve
the quality of life for citizens; foster the sustainable development of society and the nation, preserve
national cultural values, and elevate international competitiveness, while ensuring that technological
applications comply with social ethics. For matters not provided for in this Act, the provisions of other
applicable laws shall govern.
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Explanation

1. The legislative purpose of this Act.

2. Al is a technology critical to national development. This Act is enacted to actively promote the R&D and
application of Al; to strengthen and deepen human-centered Al technology, to foster technological application and
industrial development, and to simultaneously protect the human dignity and rights of the people as stipulated in the
Constitution, including rights related to life, body, health, and safety. The goal is for Al to respond to the needs of
humanistic and social development and to advance toward social sustainability on the premise of realizing digital
equity. Therefore, the R&D and application of Al require the enactment of a law with indicative and guiding
principles to serve as a normative foundation for Al development and a legal basis for promoting its application,
thereby facilitating the construction of a smart nation.

3. Regarding the application of this Act and other laws, where this Act has provisions, they shall take precedence.
For matters not provided for in this Act, the provisions of other laws shall apply.
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Article 2 (Competent Authority)

For the purposes of this Act, the term "competent authority" shall refer to the National Science and
Technology Council at the central government level, and the special municipality, county, or city
governments at the local level.

Matters stipulated in this Act that involve the duties of various central competent authorities for the
relevant industries shall be handled by said authorities.
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Explanation

1. Referring to the practice of many countries where the government department in charge of scientific research
serves as the competent authority for Al policy, and to ensure the seamless integration of Al development with our
nation's scientific research, the competent authority for this Act is designated as the National Science and
Technology Council.

2. Considering that Al policy involves the duties and responsibilities of various government ministries and
departments, it is hereby stipulated that matters provided for in this Act that fall within the purview of the respective
competent authorities for the relevant industries shall be handled by them.
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Article 3 (Definition of Artificial Intelligence)

For the purposes of this Act, the term "artificial intelligence" refers to a system with the capacity for
autonomous operation, which, through input or sensing and via machine learning and algorithms, can
generate outputs such as predictions, content, recommendations, or decisions that influence physical or
virtual environments to achieve explicit or implicit objectives.

Gl
SEZZE|FZE Al BI#752E ( National Al Initiative Actof _o_o ) EBIEH ( U.S. Code ) BN Ho—E -
BRAZE(CAEA (1SO ) REIRETZEE (IEC ) MaHlERMMREJISO/NEC)Y —co—: _o_=ATEE

B AR - EEERZEER M IR (National Institute of Standards and Technology - NIST ) Al &R EIE4E
28 ( Artificial Intelligence Risk Management Framework ) - DIKEREE A TEEJE ( Artificial Intelligence Act )
HRATIEEZEZAZER  ALBENERKRTREBEARREE ZBEEEITHES (Al systems are designed to
operate with varying levels of autonomy ) - ZEBEA (input ) SLECR ( sensing ) - AL EREE ( machine-
learning ) AEEE (algorithms ) - OJ7RRAME ( explicit ) SFES ( implicit ) Z45E HR ( objectives ) BIRFH
WFEH - ABE ~ FFEIIRIR (such as predictions, content, recommendations, or decisions ) 55 £ 8325} & IR
BZEL  BEMEEZGAER  ERTNFREWALES

Explanation

With reference to the definitions of an Al system in the U.S. National Al Initiative Act of 2020 (U.S. Code Title 15,
Chapter 119), the ISO/IEC 42001:2023 AI management system, the National Institute of Standards and Technology
(NIST) Al Risk Management Framework, and the EU Artificial Intelligence Act, an Al system must be designed to
operate with varying levels of autonomy. Through input or sensing, and by means of machine learning and
algorithms, it can, for explicit or implicit objectives, generate outputs such as predictions, content, recommendations,

or decisions that influence physical or virtual environments. This distinguishes it from other software systems.
Therefore, this article defines artificial intelligence.
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Article 4 (Basic Principles)

In promoting the research, development, and application of Al, the government shall, under the premise of
balancing social public interest, digital equity, innovation promotion, and national competitiveness,
develop good governance and fundamental infrastructure, and shall adhere to the following principles:
1. Sustainable Development and Well-being: Shall balance social fairness and environmental
sustainability. Provide appropriate education and training to reduce potential digital divides, enabling
citizens to adapt to the changes brought by AL

2. Human Autonomy: Shall support human autonomy, respect personality rights and other fundamental
human rights and cultural values, and allow for human oversight, implementing a human-centered
approach that respects the rule of law and democratic values.

3. Privacy Protection and Data Governance. Shall properly protect personal data privacy, respect trade
secrets, prevent data breach risks, and adopt the data minimization principle; while also promoting the
opening and reuse of non-sensitive data under the premise of complying with constitutional privacy
protection.

4. Cybersecurity and Safety: In the process of Al R&D and application, cybersecurity measures shall be
established to prevent security threats and attacks, ensuring the robustness and safety of the system.

5. Transparency and Explainability: The output of Al shall be appropriately disclosed or labeled to
facilitate the assessment of potential risks and to understand its impact on relevant rights and interests,
thereby enhancing the trustworthiness of AL

6. Fairness and Non-discrimination: In the process of Al R&D and application, efforts shall be made to
avoid risks such as algorithmic bias and discrimination, and it shall not result in discriminatory outcomes
against specific groups.

7. Accountability: Shall ensure that corresponding responsibilities are borne, including internal
governance responsibilities and external social responsibilities.
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Explanation

1. The development of Al in our nation should balance innovative development with potential risks to respond to

domestic humanistic and social needs. Therefore, with reference to international agreements and relevant policies,
regulations, or administrative orders of various countries, fundamental guidelines with indicative and guiding
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functions are established as the basic principles for AI R&D and application.

2. AI R&D and application should balance social fairness with the coordinated development of the environment and
economy, to pursue outcomes beneficial to humanity and the planet, thereby promoting sustainable development.
Thus, with reference to the G7 Hiroshima Process International Code of Conduct for Organizations Developing
Advanced Al Systems, the principle of sustainability is stipulated in the first subparagraph.

3. AI R&D and application should respect the rule of law, human rights, and democratic values throughout the
entire lifecycle of the Al system. To this end, with reference to the OECD Recommendation on Artificial Intelligence
published in 2019, the principle of human autonomy is stipulated in the second subparagraph, which should support
human autonomy and respect fundamental personal rights (including name, portrait, voice) and cultural values,
ensuring the fundamental value of being human-centered.

4. Al development relies on large amounts of data. However, whether the collection, processing, and use of data can
ensure data security and personal data privacy is currently the most discussed and debated issue in AI development.
Therefore, the third subparagraph stipulates the principles of privacy protection and data governance. AI R&D and
application should properly protect personal data, avoid data breach risks, and adopt the data minimization
principle. The data minimization principle means that personal data collected at each stage must be adequate,
relevant, and limited to what is necessary for the purposes for which they are processed. At the same time, under the
premise of complying with constitutional privacy protection, the opening and reuse of non-sensitive (non-personal or
non-sensitive) data should be promoted.

5. AI R&D and application should ensure system robustness and safety. Therefore, with reference to Singapore's
Model AI Governance Framework for Generative Al (2024), the fourth subparagraph stipulates the safety principle
to prevent Al-related security threats and attacks.

6. Decisions generated by Al have a significant impact on stakeholders, and the fairness of the decision-making
process must be guaranteed. In the AI R&D and application stages, efforts should be made to balance the accuracy
of decision generation and enhance the explainability for users and affected persons to understand its impact and the
decision-making process, while also considering the rights and interests of users and affected persons. Therefore,
with reference to the EU's Ethics Guidelines for Trustworthy Al (2019), the fifth subparagraph stipulates the
principle of Transparency and Explainability.

7. AI R&D and application must be fair and complete, and algorithms should avoid generating biased or
discriminatory results. Therefore, the sixth subparagraph stipulates the principle of Fairness, emphasizing the
importance of social diversity and inclusion and avoiding risks such as bias and discrimination.

8. The R&D and application of AI should be committed to establishing a responsibility mechanism for Al
applications to safeguard the public interest. Therefore, with reference to the spirit of Singapore's Model Al
Governance Framework for Generative AI (2024), which states that corresponding responsibilities should be borne
by different roles (such as developers, deployers, end-users, etc.) throughout the lifecycle of AI development and use,
the seventh subparagraph stipulates the principle of Accountability.
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Article S (Matters to be Avoided by the Government and Labeling of High-Risk
Applications)

The government shall prevent the application of Al from infringing upon the people's life, body, freedom,
or property, undermining social order, national security, or the ecological environment; or engaging in
conduct that violates relevant laws and regulations, such as bias, discrimination, false advertising, or the
dissemination of misleading information or disinformation.

Where an Al product or system is designated as a high-risk application by a central competent authority
for the relevant industry in consultation with the Ministry of Digital Affairs, it shall be clearly marked
with warnings or cautionary notes, in accordance with the principle of the best interests of the child.

The Ministry of Digital Affairs and other relevant agencies shall provide or recommend assessment and
verification tools or methods to assist the competent authorities for the relevant industries in carrying out
the matters described in the preceding paragraph.

The formulation of the verification tools and methods mentioned in the preceding paragraph shall involve
consultation with relevant interest groups, industry, scholars, social groups, and legal experts.
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Explanation

1. To protect the rights and interests of the people, the first paragraph stipulates that the government shall prevent
the application of Al from causing harm to the people's life, body, freedom, or property, social order, national
security, or the ecological environment, or leading to issues such as conflicts of interest, bias, discrimination, false
advertising, or the dissemination of misleading information or disinformation, in violation of relevant laws and
regulations such as the Children and Youths Welfare and Rights Protection Act, the Fair Trade Act, the Consumer
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Protection Act, and the Personal Data Protection Act.

2. Whether harm is caused to the people's life, body (including physical and mental health), or whether bias,
discrimination, etc., have occurred, shall be determined in accordance with relevant laws and regulations to
ascertain if legally protected rights have been infringed upon or if other illegal situations exist.

3. Based on Article 3 of the "United Nations Convention on the Rights of the Child," which states, "In all actions
concerning children, whether undertaken by public or private social welfare institutions, courts of law,
administrative authorities or legislative bodies, the best interests of the child shall be a primary consideration,” also
known as the principle of the Best Interests of the Child. Therefore, the second paragraph stipulates that if an Al
product or system is classified as a high-risk application by the central competent authority for the relevant industry
according to the management regulations established under Article 16, it must be clearly marked with warnings or
cautionary notes.

4. To facilitate the competent authorities for the relevant industries in handling the matters of the preceding
paragraph, the Ministry of Digital Affairs and other relevant agencies shall provide or recommend domestic and
international assessment and verification tools or methods. This is the basis for the third paragraph.

5. The verification tools and methods shall be formulated in consultation with relevant interest groups, industry,
scholars, social groups, and legal experts to ensure comprehensiveness. This is the basis for the fourth paragraph.
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Article 6 (National Al Strategic Committee)

The Executive Yuan shall establish a National Al Strategic Committee, to be convened by the Premier of
the Executive Yuan and composed of scholars, experts, representatives from Al-related private
organizations and industry, ministers without portfolio, heads or representatives of relevant agencies, and
heads of special municipality and county/city governments. The Committee shall coordinate, promote, and
supervise national Al affairs and formulate the National AI Development Guidelines.

The Committee mentioned in the preceding paragraph shall convene at least once a year to review the
National Al Development Guidelines. In the event of a sudden emergency or major incident, an ad-hoc
meeting shall be convened.

The administrative and staff operations of the Committee mentioned in the first paragraph shall be
handled by the National Science and Technology Council.
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Explanation

1. Considering the wide-ranging aspects of Al, the Executive Yuan needs to plan and coordinate inter-ministerial
issues. Therefore, it is stipulated that the Executive Yuan shall establish a National Al Strategic Committee, with the
Premier of the Executive Yuan as the convener, composed of scholars, experts, representatives from Al-related
private organizations and industry, ministers without portfolio, heads or representatives of relevant agencies, and
heads of special municipality and county/city governments, to coordinate, promote, and supervise national Al affairs
and formulate the National AI Development Guidelines. This is the basis for the first paragraph.

2. The second paragraph stipulates that the National Al Strategic Committee shall convene at least once a year to
review the National AI Development Guidelines, and that an ad-hoc meeting shall be convened in the event of a
sudden emergency or major incident.

3. The third paragraph stipulates that the administrative and staff operations of the National Al Strategic Committee
shall be handled by the National Science and Technology Council.
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Article 7 (Al and Ethics Education)

To enhance the knowledge and skills of the public regarding Al, the government shall continuously
promote Al and ethics education in schools at all levels, industries, organizations, society, and public
agencies (institutions), and shall cultivate the digital literacy of the public.
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Explanation

With reference to Article 22 of the Fundamental Science and Technology Act, it is stipulated that the government

shall promote Al education in schools at all levels, industries, society, and public agencies (institutions) to enhance
the public's knowledge and skills in AI and to cultivate their digital literacy.
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Article 8 (Al Development Policy)

The government shall implement Al development policies and encourage cross-disciplinary cooperation,
exchange, and the establishment of infrastructure for talent and technology among government, industry,
and academia.
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Explanation

1. Al development policy aims to promote AI R&D and innovation, emphasize basic Al education, cultivate Al
professional talent, promote Al industry development, deepen industry-academia cooperation in Al, and encourage
investment related to AI development.

2. The government shall encourage the development of infrastructure conducive to Al, such as the construction of
data centers and energy facilities.
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Article 9 (Budget Allocation)

The government shall, within its financial capacity, allocate a generous budget and take necessary
measures to continuously ensure that funding meets the needs of promoting Al policy development.
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Explanation

To promote the vigorous development of Al in our country and to ensure the implementation of all related policies,

governments at all levels shall allocate a generous budget and adjust budget allocations according to the promotion
strategy to ensure that our country's Al policy has sufficient and stable resource input.
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Article 10 (Promotion of AI R&D, Application, and Infrastructure)

The government shall actively promote the R&D, application, and infrastructure of Al, properly plan the
overall allocation of resources, and handle subsidies, commissions, funding, investments, incentives, and
guidance for Al-related industries, or provide fiscal incentives such as tax and financial measures. An
annual performance report system shall be established, and relevant results and evaluation opinions shall
be publicly announced on a regular basis to serve as a basis _for the continuous promotion of policies and
resource adjustments.
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Explanation

The R&D, application, and infrastructure of Al involve a wide range of fields. The overall resource planning should
be handled by various government agencies in accordance with the National AI Development Guidelines and their
respective duties. Therefore, with reference to Article 9 of the Industrial Innovation Act and Article 6 of the
Fundamental Science and Technology Act, it is stipulated that the government shall promote AI R&D, application,
and infrastructure, and the available promotion methods. Central and local government agencies shall also establish

or incorporate into existing performance review systems, and regularly announce relevant results and evaluation
opinions as a basis for policy promotion and adjustment.
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Article 11 (Support for Emerging Technologies and Improvement of Regulations)

When developing, training, testing, and verifying the operational impact of emerging Al technologies, the
government shall provide for fair use, support, and subsidy measures, and shall improve the legal
framework for Al research, development, and application. In cases where the interpretation and
application of relevant regulations conflict with other laws, the principle of promoting the provision of
new technologies and services shall take precedence, provided that it is consistent with the fundamental
principles set forth in Article 4 of this Act.

To promote the innovation and sustainable development of Al technology, the competent authorities for
the relevant industries may, for innovative Al products or services, establish or complete an innovation
experimentation environment for Al R&D and application services.
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Explanation

1. The R&D of AI will inevitably conflict with traditional laws and regulations. Issues such as the fair use of training
data, subsidies for R&D funding, support for the Al industry, and the scope of R&D liability, etc., require the state to
provide for fair use, support, and subsidy measures, in compliance with the fundamental principles of Article 4 of
this Act, to facilitate the development of emerging technologies and services. This is the basis for the first paragraph.
2. The second paragraph stipulates that the competent authorities for the relevant industries may establish or

complete an innovation experimentation environment for AI R&D and application services, to further enable the
public to benefit from innovative Al technologies.
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Article 12 (International Cooperation and Public-Private Partnership)

The government shall commit to promoting international cooperation related to Al; and, based on the
principle of public-private partnership, shall actively promote the innovative use of Al in collaboration
with the private sector.
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Explanation

1. With reference to Article 21 of the Fundamental Science and Technology Act, it is stipulated that the government
shall actively promote international cooperation in Al, align with international standards, and participate in joint
international development and research. Considering the broad scope of Al application and development, it is also
stipulated that the government may cooperate with the private sector to promote the innovative use of Al.

2. Competent authorities at all levels shall establish mechanisms for open selection, cooperative review, and
transparent reporting to ensure the fairness and public interest of cooperative projects, and shall encourage the
participation of diverse entities such as small and medium-sized enterprises, start-up teams, and social innovation
organizations to enhance the nation's overall innovation capacity.
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Article 13 (Data Opening, Sharing, and Reuse)

The government shall establish mechanisms for data opening, sharing, and reuse to enhance the usability
of data for Al, and shall regularly review and adjust relevant laws and regulations.

The government shall strive to improve the quality and quantity of data used for Al in our country,
ensuring that training and output results are sufficient to represent the nation's diverse cultural values
and to protect intellectual property rights.
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Explanation

1. The government shall, based on the characteristics of data being permanent, reusable through
encryption/decryption, and having traceable value records, establish mechanisms for data opening, sharing, and
reuse to enhance the usability of data for Al, and shall regularly review and adjust relevant laws and regulations.
2. Data is a crucial element for Al development. It is necessary for the government to promote access to high-quality
data for Al innovation and industrial development. Therefore, with reference to the provisions of the EU Al Act
concerning support for high-quality data access, the first paragraph stipulates that the government shall establish
mechanisms for data opening, sharing, and reuse.

3. To ensure that the results of Al training and output maintain the nation's diverse cultural values and to avoid
affecting the rights and interests of disadvantaged and diverse ethnic groups and the people's intellectual property
rights, the second paragraph stipulates the matters that the government should strive to promote to improve our
country's data governance mechanism.

( N EFILRE )
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Article 14 (Personal Data Protection)

The competent authorities for the relevant industries, in consultation with the competent authority for
personal data protection, shall, in the process of AI R&D and application, avoid the unnecessary
collection, processing, or use of personal data, and shall promote the integration of personal data
protection by design and by default measures or mechanisms to safeguard the rights and interests of the
data subjects.
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Explanation

To avoid the risk of personal data breaches and the collection of excessive sensitive information, this article is
stipulated. The competent authority for personal data protection shall assist the competent authorities for the
relevant industries in establishing relevant measures or mechanisms for data protection by design and by default, in
coordination with their respective governing laws and regulations, such as the Privacy Enhancing Technology
Application Guidelines established by the Ministry of Digital Affairs, to protect the rights and interests of the people.
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Article 15 (Protection of Labor Rights)

The government shall actively use Al to ensure the labor rights of workers.

The government shall actively bridge the skills gap caused by Al development, enhance labor
participation, ensure economic security, and implement decent work.

The government shall provide employment counseling to those who become unemployed due to the use of
Al based on their work capabilities.
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Explanation

1. The first paragraph stipulates that the state shall actively use Al to bridge the skills gap caused by Al development
and to ensure the rights and interests of workers, in order to implement decent work.

2. In response to Al development, to prevent workers from lacking Al-related skills when they need to use and apply
Al technology to perform their duties, and to ensure the rights and interests of workers, including occupational
safety and health, labor-management relations, and a friendly workplace environment, the second paragraph is
stipulated.

3. To address unemployment caused by the use of Al the third paragraph stipulates that the government shall
provide employment counseling to such unemployed persons based on their work capabilities.
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Article 16 (Risk Classification Framework and Management Regulations)

The Ministry of Digital Affairs shall, with reference to international standards or norms, promote an Al
risk classification framework that is interoperable with international frameworks, and shall assist the
competent authorities for the relevant industries in establishing risk-based management regulations.

The competent authorities for the relevant industries shall, as needed for Al application risk management,
follow the risk classification framework of the preceding paragraph to establish risk-based management
regulations, and shall assist the relevant industries in formulating their own industry guidelines and codes
of conduct. In cases involving the circumstances listed in the first paragraph of Article 5, such
applications shall be restricted or prohibited in accordance with the law.
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Explanation

1. To promote the robust and safe development of AI, and with reference to international standards or norms such as
the U.S. NIST Al Risk Management Framework, a risk-based management approach is adopted. The Ministry of
Digital Affairs shall promote an Al risk classification framework to provide cross-departmental guiding principles,
enabling other competent authorities for the relevant industries to identify potential risk categories. It shall also
assist the competent authorities for the relevant industries in establishing risk-based management regulations for
effective response. This is the basis for the first paragraph.

2. To enhance the verifiability and human controllability of AI and to increase the trustworthiness of AI R&D and
application, standards and verification mechanisms shall be established through laws or guidelines. While
promoting Al applications, a risk-based management approach shall be used to assess potential vulnerabilities and
possible misuse, guiding Al applications toward a benevolent direction. The competent authorities for the relevant
industries shall, for Al applications within their respective domains, review, enact, or amend relevant laws and
regulations in accordance with Article 18 and this Act. After identifying and assessing risks following the risk
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classification framework of the first paragraph, they shall, as needed for risk management, establish risk-based
management regulations and shall assist the relevant industries in formulating their own industry guidelines and
codes of conduct. Furthermore, if an Al application involves the circumstances listed in the first paragraph of Article
5 and current technical means are still unable to effectively manage or mitigate the application's risk, the competent
authorities for the relevant industries shall restrict or prohibit it in accordance with their governing laws, including
existing laws or subsequent laws enacted in conjunction with Al applications. This is the basis for the second
paragraph.
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Article 17 (Liability Attribution for High-Risk Al)

For the application of high-risk Al, the government shall clarify the attribution of liability and the
conditions for such liability, and shall establish remedy, compensation, or insurance mechanisms.

The provisions of the preceding paragraph shall not apply to the R&D of Al before its actual application.
However, this exception shall not apply when testing in a real-world environment or when using R&D
results to provide products or services.
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Explanation

1. The application of high-risk Al is determined based on its potential risks and the severity of its impact, such as
applications in specific critical domains that could cause serious harm to the people's fundamental rights, life safety,
property protection, or social order. To ensure the safety of Al, the government shall, for the potential damage risks
arising from high-risk Al applications, clarify the attribution of liability and the conditions for such liability, and

establish remedy, compensation, or insurance mechanisms. This is the basis for the first paragraph.
2. To avoid affecting academic research freedom and early-stage industrial R&D, the second paragraph is enacted.
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1t stipulates that the development and research of Al technology, at a stage where it has not yet been actually applied,
are not subject to the liability-related regulations of the first paragraph, nor to the requirement of establishing
remedy, compensation, or insurance mechanisms. However, other provisions of this Act, as well as existing laws and
academic ethical norms related to R&D, must still be followed. If testing has already been conducted in a real-world
environment, or if R&D results are being used to provide products or services, the provisions of the first paragraph
and other existing or subsequently enacted laws by the competent authorities for the relevant industries must still be
complied with.
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Article 18 (Review of Laws and Regulations)

The government shall, in accordance with the provisions of this Act, review the laws, regulations, and
administrative measures under its jurisdiction. If any are found to be inconsistent with the provisions of
this Act or if no applicable regulations exist, the enactment, amendment, or repeal of such laws and
regulations, and the improvement of administrative measures, shall be completed within two years from
the date of this Act's implementation.

Before the enactment or amendment of the laws and regulations mentioned in the preceding paragraph is
completed, for matters where existing regulations do not provide, the central competent authority for the
relevant industry shall, in consultation with the central competent authority, interpret and apply them in
accordance with the provisions of this Act.
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Explanation

1. To implement this Act and ensure the effective promotion of AI R&D and application, the first paragraph
mandates the review of laws, regulations, and administrative measures, to facilitate the Executive Yuan in
coordinating all ministries to review laws and related mechanisms within two years of this Act's implementation.

2. For the relevant laws and regulations that should be enacted, amended, or repealed according to the first
paragraph, before the legal procedures are completed, to ensure that related matters comply with the provisions of
this Act, the second paragraph stipulates that the central competent authority for the relevant industry shall, in
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consultation with the central competent authority, interpret and apply them in accordance with the provisions of this
Act.
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Article 19 (Risk Assessment for Government Use of Al)

When using Al to perform duties or provide services, the government shall conduct risk assessments and
plan risk response measures.

The government shall, based on the nature of the duties involving the use of Al, establish usage
regulations or internal control management mechanisms.
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Explanation
1. Considering that the use of Al by various government agencies to assist in performing duties or providing services
helps to improve administrative efficiency, and that risk assessments and response measures should be planned with
reference to the risk classification and management regulations of Article 16, and with reference to the UK's
"Artificial Intelligence Playbook for the UK Government" (2025), the first paragraph stipulates that the government
shall conduct risk assessments and plan risk response measures when using Al to perform public duties.
2. To ensure that government agencies use Al based on a consistent understanding and principles, the second

paragraph stipulates that the government shall, based on the nature of the duties involving the use of Al, establish
usage regulations or internal control management mechanisms.
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Article 20 (Effective Date)

This Act shall enter into force on the date of its promulgation.
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Explanation
This article specifies the date of implementation for this Act.
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Supplementary Resolutions

—  AXBRBEECHBEH

1. Joint Committee on Education and Culture, and Transportation and Communications
Consultation Conclusions
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(1) Proposal by Legislator Ko Ju-chun and 7 others:

To request the Minister without Portfolio for Science and Technology of the Executive Yuan to supervise
the Ministry of Digital Affairs, in conjunction with the National Science and Technology Council, the
Ministry of Education, and the Ministry of Health and Welfare, to complete a "Child and Youth Impact
Assessment" on the application of AI within 6 months after the third reading of this Act, and to publicly
release the relevant report for public reference. Furthermore, to study and establish relevant mechanisms
for regular future assessments to protect the physical and mental health and rights of children and youths.
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(2) Proposal by Legislator Chang Ya-lin and 4 others:
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To ensure that the application of Al simultaneously considers the physical and mental development and
the human rights and well-being of children and youths, it is requested that the Minister without Portfolio
for Science and Technology of the Executive Yuan supervise the Ministry of Digital Affairs, in conjunction
with the National Science and Technology Council, the Ministry of Education, the Ministry of Health and
Welfare, and other relevant agencies, to complete a "Child and Youth Impact Assessment," a "Human
Rights Impact Assessment," and a "Gender Impact Assessment" within 6 months after the third reading of
this Act, and to publicly release the assessment reports for public reference.

Furthermore, it is requested that the Ministry of Digital Affairs study and establish a permanent
assessment mechanism to regularly review the impact of Al applications on the rights of children and
youths, human rights, and gender, and to continuously strengthen its protective measures.
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11. Proposal by the Kuomintang Legislator Ko Ju-chun and 3 others
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Governments at all levels shall, within 6 months of the promulgation of this Act, review and complete risk
assessments for the use of Al in performing duties or providing services. Furthermore, within one year of

the promulgation of this Act, they shall, based on the nature of the duties involving the use of Al, establish
usage regulations or internal control management mechanisms.
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1I1. Supplementary Resolution to Article 10: Proposal by the Kuomintang Legislator Ko Ju-
chun and 5 others
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The infrastructure referred to in this article pertains to infrastructure beneficial to the development of Al,
such as data centers and energy facilities.
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1V. Proposal by the Democratic Progressive Party Legislator Chang Ya-lin and 3 others
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"The Ministry of Education shall, within six months of the promulgation of this Act, formulate and
announce 'Guidelines for the Use and Learning of Artificial Intelligence' to serve as a basis for senior

secondary schools and below to promote Al education and to guide students in its use. The content shall
cover the protection of minors, information ethics, privacy and security, and principles of correct usage."”



